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Introduction

The purpose of this effort was to investigate the sensitivity of various shape
recognition algorithms to the effects of shape library sampling density and
imaging noise as applied to the task of helicopter classification and orien-
tation determination.

Section 1 introduces the first of two shape methods, Fourier descri'Aors,
whose performance is evaluated. This section discusses the basic method
as well as the algorithms for the efficient computation and normalization
of the shape method feature vector.

Section 2 introduces the second shape method, Walsh points. The def-
inition of this shape method is stated. Then the method for computation
and normalization are discussed.

Section 3 discusses the procedure used to generate the multiple views
of the reference shapes for inclusion into the reference shape feature vector

libraries.
Section 4 describes the two sets of experiments to determine the perfor-

mance of the two algorithms for helicopter fuselage type classification and
orientation determination. The goal of the experiments is to determine the
sensitivity to library sampling density and imaging noise.

Section 5 interprets the results of the experiments described in Section
4.

Section 6 consists of a proposed scheme for the library procedures, seg-
mentation, and detection of the helicopter tip path for rotor blade orienta-

tion determination.
Section 7 provides the development of the transformations for deter-

mining the "unknown" helicopter orientation given the orientation of the
imaging system for a non-earth centered imaging platform.

The results of the entire study are summarized in the Conclusion.
The first appendices provides the raw classification and angle error in-

formation including the classification confusion matrices for all the experi-
mental conditions examined in the study.

The last appendix is a listing of the equations required to compute the
elements of the observed object orientation relative to the camera reference
frame.



1 Fourier Descriptors

1.1 Introduction

The first method used in recognizing the helicopter fuseluge silhouettes
is based on the well known method of Fourier series analysis [3], [4], [6],
[101, ]151, [16], [17]. Having been provided with the silhouette of an object,
the contour or boundary completely specifies the two-dimensional shape.
The contour can be parameterized as a function of time by tracing around
the boundary in counterclockwise direction. As the tracing continues the
function begins to repeat. Since this function is periodic, it can be expanded
into a Fourier series. Each basis function of the complex exponential Fourier
series is non-zero almost everywhere over each period. This is a global
method of shape analysis. Therefore, when segmentation errors become

increasing large, the recognition accuracy degrades.
The boundary function, -y, maps the real number line into the complex

plane. The projection on the real axis is the x component and the orthog-
onal projection on the imaginary axis is the y component.

-X(t) +4t C C.

The velocity of the tracing is v(t) So, the speed of tracing is
equal to the magnitude of the velocity, i.e.

v (t )  I, - d y (t) d y-(t)
dt dt

If we assume that the tracing takes place at a constant speed (uniform
tracing), then

v = 1=  dt ] + dyt ) ) =constant.

Since the speed is constant and the period of the trace is T, then T -

vL, where L is the total arc length once around the contour. Assuming
(t) is a continuous, bounded, periodic function with finite arc length (i.e.

rectifiable), -(t) can be expanded in the Fourier series
2,-1 t

T
n - -oc

2



where 1 , (t)et7 tdt.
CT1 Tic

1.2 Calculation

Since the images are discrete, connecting the contours of the pixels around

the boundary produces a polygon. The Fourier coefficients can be com-

puted directly from the increments in time (arc length) and position as the
polygon is traced. This is called the direct Fourier transform (DFT). The

following derivation follows along the lines of [61, [10].
Let the increment in position be the complex number A-,i, and the

increment in time will be Ati = I A-I, = x 2 I -Ay, 2 . Since - is piecewise

linear, its derivative, y, is piecewise constant. So, let

+ c'

(t = e'
1= -00

be the Fourier series for . But the series for -y can be differentiated term

by term so that
+0 27rn

n=o T

So,

On ~ ~ ~ ~ _ =2- n C - - O , n #? 0.
T 2rn

Now,
1 E , -T eT-",- ) (1 T

T P= -At ( 2- -n

\Ve can then write

C, 4 _ - -
-

, riCO, (1)

where
p~

P
tP - At,, to = 0,

1=1



a: 0 1 2 3 4 5 6 7

A-: 1 1+i i -1+i -1 -1-i -i 1-i
." At: 1 -v!2 1 V"2 1 V/2 1 /2

Table 1: Contour line increments for the 8-direction chain code.

K is the number of sides on the polygon, and T = tK = period. For the co

term,
1 K

Co = - -(1/2Ayp + y_,)Atp. (2)

For the discrete images, the contours are represented by the eight-
direction chain code. So, the A-1, and Ati can be determined using a
lookup table indexed by the chain code.

The computational complexity is of order NK, where N is the number
of coefficients calculated and K is the number of links in the chain coded
contour.

1.3 Normalization

It is usually desirable to compare shapes independent of size, orientation,
and starting point. To compare two shape boundaries using their Fourier
descriptors, it is necessary to scale, rotate, and shift, their shapes in order
to allow the "best" fit possible. This operation normalizes the Fourier
descriptors for the unknown shape to an optimum orientation. It has been
shown [151 that the optimum scale, rotation angle, and relative starting
point shift can be obtained to minimize the mean-squared error as the
criterion.

To reduce the computational burden to normalize the coefficients, many
others have suggested that one of several suboptimum methods be used.
Instead of normalizing the coefficients of the unknown differently for each
te-nplate, the coefficients are normalized to a "standard" orientation inde-
pendent of the template.

First the object is translated to the origin by setting co = 0. Because the
fundamental or cl has always been observed to be the largest (n :- 0), all

the coefficients are scaled by dividing by I el 1. Next, the shape is rotated

4



and the starting point shifted. Most of the variations among the suboptimal

methods described in the literature occur in how this rotation and starting
point shift is obtained [12], [13], [16], [17].

The following algorithm is used in this study to normalize the shape

coefficients:

1. Set c'o = 0.

2. Scale so that 6 1= 1.

3. Find the coefficient ck that is next largest (I k - 1 1< 5, k # 0, 1.) If
k - 1 1> 5, then let k = 2.

4. Rotate and shift the starting point so that c'1l 0 and Zc'k = 0, i.e.

C, I (nt-) - ZCk (kZcl - .Ck)c', =- c e' ( ' c ) where to- = - 1 =
C, k - 1k -1

I~i - k-i k-
The object (t) =c - cke' t has k - 1 I-fold symmetry. So, there

are k - 1 I rotations and relative starting point shifts, multiples of kl

that will satisfy the zero phase condition. So, rotate and shift the starting
point so that

c',,(m = c e n i = 0, 1,. ( k - 1 -2).

to maximize the following function:

n

This criterion effectively chooses the normalization that orients the contour
so that the axis of one of the main lobes of the I k - 1 1-fold fundamental

shape cle i' --- cke i" is along the positive x-axis and the starting point on the

contour corresponding to that lobe where the contour is farthest from the

origin. In order to reduce the number of rotations to perforn. and calculate

the criterion only, k - 1 < 5 is allowed. If Ik - 1 1> 5, then k = -1.
The correct recognition of a shape is v(cry sensitive to this rotation and

starting point normalization. In order to improve the classification ac-

curacy, multiple sets of Fourier coefficients can be used in classifying the
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shape. The descriptor for tne best normalization above is used. In addition,
if one of the multiple rotations has a value of its criterion that is within
95% of the best, this normalization is also used. To reduce the possibilities
that the wrong coefficient is used in the normalization, the third largest
coefficient is also used if it's magnitude is within 95% of the second largest
coefficient. Again, the next best normalization based on this third largest
coefficient is also used if the criterion is 95%70 of the best normalization
based on this new coefficient. So in all there can b] as many as four sets of
coefficients for each unknown shape. For the library features only the best
normalization is used. One of the four possible normalizations is likely t-
match the proper template even when some noise is present.

1.4 Fourier Descriptor Feature Vector

The feature vector was formed by calculating and normalizing the coeffi-
cients. After normalization, the F0 and c-' components did not carry any
shape information and were dropped from the feature vector. The fed.-
ture vector was then formed by listing the real and imaginary parts of the
remaining components as

f= ( {c-1 }, 2 {c_1 }, I{c 2}, S {c2},

9?{C-2}, !C- 2 ,.. 9?{CN12j, Q2 {CN/2).-

This is the full feature vector. The 32 coefficients, c-1 6 to C15, are used for
the experiments.

2 Walsh Points

2.1 Introduction

The Walsh functions have often been used as the basis for functional approx-
imation because the piecewLe constant form leads to efficient computation

3i . Also, since the basis functions are non-zero over the entire interval
of definition, this is a complete global shape analysis method. Instead of
the transform coefficients, this method uses the basis functions to formu-
late the computation of Walsh points for the shape featar- sot. ihe Wai:.'

6



points are a collection of points, xk - t Yk, k = 0,1,2,..., 2 m-l , that have

a property derived from the fact that the Walsh functions were used in
formulatirg their calculation. The projections x(t) and y(t) are approxi-
mated to within a prespecified degree of accuracy by a piecewise constant
function, a truncated Walsh series.

The Walsh functions, 1I1,(t), are products of the Rademacher functions,
r,(t). The Walsh functions for a complete orthogonal basis set complete
aniong square integrable functions on the interval 0, 1]. The 'Walsh func-
tions are defined as

11 (t) - 1.
I ,, ( t ) = , ,-, -I. ( t ) , , , . ...., , ,, + I, ( t ) ,

where n > 1 is expressed in binary as

n = 2n I + 2r' .+ 2n

and the integers ii, are ordered such that

nti < 72 <4 . < itp.

The Rademacher functions are

rO(t) z 1

+1,t Co,

ri(t + 1) = ri(t)

rkf1(t) = ri(2t),k 0,1,2,...

In the following only the x projection of the boundary calculation will be
discussed. The same results follow for the y projection.

The Walsh series for x(t) is

X(t) -- la, ,(t!T)

n-0

7



where

a, f x(t)Wi(t/f)dt = T z(Tt)W,(t)dt

T = {total arc length along "1(t) = z(t) + iy(t)}.

Each a, is made up of the area under the portions of x(t) added and sub-
tracted together. In approximating x(t), only a finite number of terms in
the Walsh series are retained - say the first 2 '*. If the series is truncated
to a finite number of terms, there is an approximation error. It would be
expected that as N = 2' increases, the closer x,-., (t) approximates x(t).

Let
2--1

X.(t) =E akWk(t/T).
k=O

Since the function X 2 - (t) (or Y2- (t)) describes a piecewise constant function,
there are 2' discrete points, xk + zyk, that are the sum of the heights of
the Walsh functions over each interval, [-LT, k'T), k = 0, 1,... ,2 M - 1,
which approximate the x (or y) projection of 1(t) = x(t) + iy(t).

It was mentioned earlier that the Walsh functions allow for an efficient
computation of the function x 2 ,-(t) (or y2-(t).) The jth Walsh function can
be written as

k=O

where k k+i
-ik = 1 1 (t)= ±1, t C [-,

2m 2m
The matrix of -ik, II = JUik] = [mk], is the Hadamard matrix with 2 m rows

and columns.
The zth coefficient of the Walsh series is

1 22-1a, T f x(Tt)W,-(t)dt = T 1_, -ik /x(Tt)x,-A k_ ,)dt

k=O 0

O, = E "ikAxk, (3)
k=O



where

Axk = T x(Tt)dt = T t dt.

Axk is the area under z(t) over the basic interval r kT (I- I)T) By letting12-. 2,- C3

A 2 ,.

be the Area vector and

Oj

Oa2" -1 I

be the sequency vector, we can write

The Truncated Walsh series is

-1x2-(t y a, ,Vw(t /T)
i=0

i=O \k zO
= -~1 (2 j a x[nk xEV,)(t IT)

2- 2

k-0

where
2
m 

- (Ck = ,, ,.(4)
I t)]



The constants ck can be found by first forming the vector x.., as

C2- - 1

and noticing that as in equation (1) that equation (2) can be written as

HT 'T&,

where HT is the transpose of the Hadamard matrix, H.
Since H is symmetric 1 = H T and

x = H2 A.

But because the Walsh functions are orthogonal, it follows that H 2 = 2'.
Hence,

xm-= 2mA,.

So, the truncated Walsh series gives a piecewise constant function whose
heights are proportional to the area under the projection on each basic
interval, i.e.

X2- t 2m Ak[k, [ (t).

k=0

2.2 Normalization

In order to compare the Walsh points feature vector of an unknown to a
library prototype, normalization with respect to translation, scale, rotation,
and shift in starting point must be accomplished.

The traced contour from the image grid is stored using Freeman chain
code links. When the shape features are to be extracted, the chain code is
converted to a complex vector 5 = i+ i. The increments in the arc length
for the piecewise linear segments connecting the grid points are calculated.
The co, cl, and c- 1 Fourier coefficients of the boundary are calculated to
provide the global information necessary for translation, scale, and rotation.

10



The translation is -co. The scale factor s =1 cl 1. The rotation angle is

2 c- The complex vector . is normalized to , where
q7kJ

the th component is

S= l(- - c0)e and' T

This normalization moves the center of the shape to the origin. It scales and
rotates the shape so that the major axis corresponding to the fundamental
ellipse is along the x-axis and has a length of 2. The starting point is moved
by finding the k h point, -yk, which is closest to one of the two points where
the fundamental ellipse crosses the x-axis. An additional 180' rotation is
applied if necessary to place 'fk in the right half plane. So, the normalized
Walsh points form the vector

- 'Y-1 shift -

_ k

shift
or - k e"2 Then the Walsh points are calculated by computing

the Area vector and multiplying by 2'.

2.3 Walsh Points Feature Vector

The feature vector used in the experiments was formed by simply listing
the Fourier points real and imaginary parts in order, i.e.

f = (-T o ,Y O ,X l ,Y l ... ,iX K I ,Y K - )T

For the experiments the full feature vector consisted of 32 Walsh points.

11



3 Shape Library Generation

The focus of this study is to determine the sensitivity of the shape r-cog-
nition algorithms to the density of library entries and to imaging noise.
The algorithms are examined for their performance for correct helicopter
fuselage type recognition and orientation determination.

A list of shape features are extracted from the outer contour of the sil-
houette of a helicopter fuselage. These features are derived from computer
models of the helicopter fuselage. A computer program is used to obtain a
three-dimensional model of the solid object. Additional computer graphics
programs are used to rotate the internal model and produce a computer
generated image of the solid object. Therefore, for each shape that the
algorithms are to recognize, it is necessary to enter into the computer its
three-dimensional description. A three-dimension solid modelling program,
Mac3D [11], generates the solid models. This program allows the user to
create a three-dimensional model by specifying the size and orientation
of simple three-dimensional objects. These objects include spheres, cones,
parallel-pipeds, tori, and surfaces of revolution. Very complex objects can
be modelled by combining these simple shapes. A good approximation to
the real world object shape can be obtained in this manner.

The helicopter rotors blades are not included in the modelling of the he-
licopter fuselage. This is because experiments in segmenting the helicopter
fuselage have indicated that the rotor blades are in fact difficult to extract
from the image. This topic is discussed in detail in Section 7.

The three-dimensional specifications for three military helicopters are
entered into the solid modelling program for this study. The descriptions
are taken from Jane's All the World's Aircraft [91. The helicopters choosen
are: the Bell Model 205 UH-1 Iroquis, the McDonnell Douglas 500MD
Defender, and the Sikorsky UH-60A Black Hawk.

Once the three-dimensional object description is available, the image of
the helicopter in any arbitrary orientation can be obtained. The object ro-
tation transformations are discussed in Section X. Before the classification
and orientation experiments are performed, a library of views is generated
for each helicopter type. For each library for the three types of helicopters,
the following procedure is carried out. For each view to be stored in the

12



library, the object is rotated by the specified rotation about the x and y
axis,0, and 0Y, respectively. The object coordinate points are then projected

onto the image plane. The image formed is the silhouette of the helicopter
fuselage viewed in the specified orientation. The the contour of this sil-
houette is then traced uving a 8-direction chain-code. The chain-codes for
each stored view are collected into the library for that helicopter type. The
angle orientation information is retained in a special data record with each
view for latter use. The chain-code libraries are then processed using one
of the two shape recognition algorithms to extract the shape features. The

normalized shape features for each helicopter type are stored together in a
feature vector library.

Once the libraries containing the shape features for each helicopter have
been generated, experiments can be performed. The performance of each
helicopter shape is determined by classifying labelled "unknown"s from
each helicopter type viewed at random orientations. Shape feature vectors
are classified using a nearest neighbor template matching. The normal-
ized shape feature vector is compared to every feature vector in each of
the three libraries. The unknown is assigned to the helicopter type and
orientation corresponding to the closest match. The distance measure used

for the template matching is the sum of the squared differences between

corresponding feature vector elements, i.e.

K

dL' Iitu-
t=I

where iL ' is the ith element in the j" feature vector of the Lt h helicopter

normalized shape feature vector and ft' is the jth element of the unknown

normalized shape feature vector.
Libraries for each helicopter type are generated at various angle sampling

densities. The views that make up each library are taken from equally
spaced values in the x and y orientation angles. The x and y angle rotations
range from 0 to -7r and -i to i, respectively. For each helicopter type,
four different libraries are generated for the purpose of determining the

sensitivity of classification and orientation accuracy to the density of the

library . The four libraries for each helicopter type contain either 5x3, 7x5.

9x7, or 1lx9 views.

13



4 Experimental Procedure

Two groups of experiments are performed to determine the performance

of the two shape recognition algorithms as measured by helicopter fuselage
type classification and orientation angle accuracy. The purpose of the first
group experiment is to determine the sensitivity of the algorithm perfor-
mance as a function of the density of reference library entries. The second
group of experiments is to determine the sensitivity to imaging noise.

For the first group of experiments, libraries for each helicopter type are
generated at various angle sampling densities. The views that make up each
library are taken from equally spaced values in the x and y orientation
angles. The x and y angle rotations range from 0 to -7r and - to ;,

respectively. For each helicopter type, four different libraries are generated.
The four libraries for each helicopter type contain either 5x3, 7x5, 9x7, or
I Ix9 views corresponding to orientation angle sampling intervals of 36"
6W), 25.70 x 360, 200 x 25.7', and 16.40 x 20'. The contours for each of

the three helicopter types at each of the four library sampling densities are

shown in Figures 1 - 12. In the libraries shown in the figures, the variation
in 0 are horizontal and the variations in 0. are vertical. The (0. OU) = (0,0)
is at the top center.

For each classification experiment, the unknowns are compared to a li-
brary for each helicopter type, all at the same library density. In each
experiment, 63 random views of each of the three helicopter types are clas-
sified. The classification accuracy and statistics on the angle orientation
errors are computed and tabulated. This procedure is carried out using for
both the Fourier descriptors and the Walsh points. A small sample of the
"unknowns" are shown in Figures 14 - 16.

The purpose of the second set of experiments is to examine the effect
of imaging noise on classification accuracy and orientation determination
of a helicopter fuselage. In addition, the experiments are performed with
the feature vector shape libraries at each of the four sampling densities. As
bwfore, the outer contours for 63 random views of each helicopter type are

generated using the solid modelling program followed by object coordinate
rotation and projection. The outer contour of the rotated and projected

..... ccgc: of the solid object are traced. Next, the interior of the contour
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Figure 1: Bcll Model 205 LI 1-I Iroquois library of 5x3 (15) views.

1!;



JI4

Figure 2: McDonnell Douglas 500MD Defender library of 5x3 (15) views.
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Figure 3: Sikorsky UJIGOA Black Itawk library of 5x3 (15) views.
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Figure 4: Bell Model 205 UH-1 Iroquois library of 7x5 (35) views.
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Iigure 5: McDonnell Douglas 500%I) Defender library of 7-.5 (335) views.
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Figure 6: Sikorsky UH60A Black Hawk library of 7x5 (35) views.
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Figure 7: Bell Model 205 I-] Iroquois !ibrary of 9x7 (63) views.
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Figure 8: McDonnell Douglas 500MD Defender library of 9x7 (63) views.
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Figure 9: Sikorsky UIIGOA Black IHIawk library of 9x7 (63) views.
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Figuire 10: Bell Model 205 UH-1 Iroquois library of 11x9 (99) views.
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Figure 11: McDonnell Douglas 500M1) Defender libr,;v of llx9 (99) views.
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Figure 12: Sikorsky UH60A Black Hawk library of 11x9 (99) views.
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Figure 13: Lxaiiiple CorP ours for IS "U nkno\~ U - Bell Model 203.
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Figure 14: Example contours for 15 "unknows" - McDonnell Douglas
500MD.
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Figure 15: Example contours for 15 "urnknowili'- Sikorsky ULI6OA.
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is filled with a level of 191 and the outside area (background) the value
64. White Gaussian noise is then added to simulate image noise. The
image is then thresholded at a level of 110. The outer contours in the
image are then traced and the longest contour retained to describe the
noisy, helicopter fuselage silhouette, outer contour. Two additional sets
of labeled "unknown" helicopter contours are generated in this manner.
Each set corresponds to a object intensity level above background to noise
variance signal-to-noise ratio, i.e.

SNR = 20log(-),
U

where A = (object gray level intensity - background grey-level intensity)
and c = the standard deviation of the noise process. The classification
and orientation accuracy experiments are then performed using unknowns
at the three signal-to-noise ratios, infinity, 10dB, and 3 dB corresponding
to noise a of 0, 20.238, and 45.310, respectively. Examples of the images
and contours at each signal-to-noise ratio for the Bell MD500 helicopter are
shown in Figures 16 - 21.

5 Recognition Accuracy and Orientation De-
termination Results

The ability of the shape recognition algorithms to assign the "unknown"
shape contour to the correct helicopter fuselage type are tabulated in Ta-
ble 2 and shown in Figure 22. The plot and table show the classification
accuracy under all the tested experimental conditions including variation
in library density and image signal-to-noise ratio. Under all conditions
the Fourier descriptor shape recognition algorithm out performs the Walsh
points recognition algorithm. The margin is always at least and additional
12/,. The performance of both algorithms degrade significantly when the
number of library entries falls below 35 (7x5). With a moderate decrease
in the signal-to-noise ratio, little degradation in classification accuracy oc-
curs. Hlowever, when the signal-to-noise ratio is decreased to only 3dB, the

'ourier descriptor accuracy drops some 8(. The Walsh points algorithmi
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Figure 16: Bell AJD500 shape silhouette image at S-NR o



Figure 17: Bell MD500 silhouette and imaging noise at SNR 10dB.
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Figure 20: Bell MD500 noisy contour at SNRI{ 1dB.
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Figure 21: Bell MDS00 noisy contour at SNR 3dB.

36



is more sensitive and drops by at least 13/C when the signal-to-noise ratio

decreases from 10 dB to 3 dB. The sensitivity curves indicate a non-linear

effect. The orientation normalization used in both algorithms is a non-

linear decision process. This would explain this non-linear phenomenon.

At a signal-to-noise ratio of 3 dB, the effects of partial contours due to

segmentation errors also just begins to occur. Under such conditions, both

the performance of Fourier and Walsh methods deteriorates rapidly 16'.

Figures 23 thru 26 and Tables 3 and 4 show the sensitivity of the al-

gorithms to the experimental conditions as measured by orientation angle

error. Plots for the mean and median x and y angle errors are shown.
Again, under almost all conditions, the Fourier descriptor method out per-
forms the Walsh points method. The angle errors for the Walsh method
being approximately twice as large as those for the Fourier method. For the

Fourier descriptors, the y angle error is approximately one-half the library

y angle sampling interval. This is the best that is likely to be obtained for

any shape method without employing some interpolation between library
views. For the Walsh points method, the y angle errors are twice that of

the Fourier method.
For the Fourier descriptor method, the mean errors for the x angle ori-

entation determination is approximately two and a half time-s as large as

the library x angle sampling interval. The mean x angle error for the Walsh
points method is as much as four times the library sampling interval. The

cause of the large mean x angle errors is first indicated by examining the

median x angle errors. For example, the mean x angle error for the Fourier

descriptor method at the 11x9 library density is 25', but has a median error

of only 8'. Inspecting the few individual cases where there is a large x angle

error, shows that the same fuselage at a displacement angle of 90 ° is being

incorrectly assigned. The number of such instances is few but the 90' dis-

crepancy is large enough to greatly bias the sample mean error. The effect

of such errors could be mitigated in an operating scenario, by smoothing

the angle orientations after locking on to the target trajectory.

The median angles for the Walsh points method are also small indicating

the same problem. tlowever, the performance is already inferior to that of

the Fourier method.
In summary, the overall performance of the Fourier descriptor method
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is superior to that of the Walsh points method. Both methods, however,
exhibit large mean x angle errors. However, most of the error is due to a few
large miss assignments in orientation that can be post-filtered by a tracking
algorithm which incorporating the limits of the helicopter dynamics.

6 Rotor Orientation Determination

In this section, a scheme for segmenting and subsequently determining the
helicopter rotor orientation relative to the helicopter fuselage will be dis-
cussed. If rotor orientation can be determined from the imagery in a timely
fashion, it should be possible to provide a more accurate prediction of the
future trajectory of the helicopter.

In pursuit of the above goal, video imagery of a maneuvering helicopter
was obtained and digitized. Several algorithms were applied in an attempt
to segment the rotor blade "disk" from the image. All the methods failed to
produce a useable segmentation. It is this same fact, however, that makes
it possible to apply the global shape methods in Sections 1 and 2 of this
report. The difficulty in segmenting the rotor blades reduces the confusion
in providing a complete shape of the helicopter silhouette. However, further
investigation in to the acquisition of the data on the video tape indicates
that an alternative should exist.

The data recorded on the video tape was acquired using a vidicon cam-
era. This sensor type experiences image lag. Therefore, the image of the
individual rotor blades were integrated temporally resulting in a single very
low contrast elliptical disk of the rotor blade tip path. (For most orienta-
tions of the helicopter fuselage.) By using a different sensor type, e.g. a
CCD camera, the effects of temporal averaging can be significantly reduced.
Such a sensor operating at standard rate of 60 fields per second would image
the rotor blade through only 0.1 of a revolution. (Assuming rotor radius of
27 feet and a tip speed of Mach 1.) Having a short integration time requires
that the camera iris be open as wide as possible, thereby reducing the depth
of focus. This forces the constraint that the camera already be locked on
the target in a tracking mode. Subsequently, the contrast between nominal
background and the rotor blades should be significantly enhanced. Making
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SShape Library SN R Classification

iMetho Ierlsizy (di) Accuracy (Cv )

I'DS 1x9 oc 99.47

10 99.4,
9-1.1s

9x7 -V 97.88
10 97.35

3 92.06

c. 95.77

10 95.77

3 89.42
5x3 , -87.3(0

* 10 85.19
3 84.13

WAL lIx9 85.19
1- 0 ... . 83(9-

3 73.(02

9x7 X 85.71

, 10 85.19
3 69.84t

7xo 5 oc 78.8--

10 77.25

3 66.1-

5 x, 3 cc 70.90
10) CS.7 ,

3 62.43

Table 2: Performance: Classification Accuracy
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Shape Library S NIZ Mean X Mean Y
Method Density • (dll) Angle Error(c ) Angle trror(-)

I1I)S i 16.5x20 cc 25.0 6.9
10 27.2 7.0

3 33.9 12.5
,0x2- .-- x 26.6 S. T.

10 26.1 8.-

3 i,. .1 13.
25.72 x36 - 36. 13.9

10 - 35.0 1 .0
3 45.3

3( . W - cx 7 ,3.1 25.2
7,.1 25.2

3 65.6 26.1

WAL 1,.5'x20 iDOc 58 4 21.0

10 56.3 21.1
3 . . 62. 2-1.2

20 x25.7X _ 57.6 19.1
10 59.0 19.1

3 66.4 2G. 1
25.7 x36 X 65.2 2S.2

: 10 58.1 31.5
3 60.3 33.2

3( 60 O- 70.5 50.4
10 70.6 53.3,

367.9 55.3

Table 3: Performance: Mean Anglh Error

41



z z

-k

.~ -~ r'-

L TI,

42- -'



- a

-

- .- ~- .

- - -N- -N~ -

~- ~- 'c--

a-
tI Ca-
2

S - C-

'--N <

7. >-

- C-

'~1
- C-

N-

E
a-
C
a-

a>
N-,

- a

4

a
-, - - -

N-- ~-

( ) A (:.LUj )J 7; U Iii?) 1\

43



Shape Library SNR Median X Median Y
Method DensityI (dB) Angle Error(') Angle Error(')

FDS 16.5°x200  oc 8.0 7.0
10 9.0 7.0

3 14.0 9.0
20x25.7 °  0C 10.0 8.5

10 10.0 6.0
3 18.0 10.0

25.7x36- oc 17.0 12.0

10 17.0 12.0
3 22.0 15.0

36 x60 c 67.0 25.0
10 68.0 25.0

3 51.0 25.0
WAL 16. 5-x20- 0o 36.0 11.0

10 31.0 12.0
3 44.0 13.0

20'x25.7c c 31.0 12.0

10 35.0 12.0]
3 51.0 18.0

25.7-06' oc 44.0 16.0

10 40.0 18.01
3 47.0 26.0

36°xG0 °  cc 59.0 36.01

10 62.0 34.0
3 59.0 38.0

Table 4: Performance: Median Angle Error
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these assumptions, the following procedure is proposed to determine rotor
orientation.

First, the shape libraries for each hel;copter type is enhanced to contain
with each view the x and y displacement to the rotor center of rotation. In

addition, with each library is included the eight vertices of a rectangular
prism which is a bounding surface for the envelope of the rotor blades.
These coordinates and displacements are scaled to tlie reference image size
used in the generation of the shape libraries. With each library entry is
the scale required for the shape vector normalization. The ratio between
the tracked "unknown" contour normalization scale and the stored scale for
the assigned library entry orientation provides the scale factor required to
scale the displacement vector and bounding surface vertices for the actual
scale of the imaged target. The rotation orientation angles 0., 0., and 0,
are then used to rotate the bounding surface coordinates and then project
them onto the image plane. The rotor center of rotation coordinates are
rotated in the image plane by 0,. The outer contour of the scaled rotated,
displaced, and projected bounding surface will provide a limited region of
interest on which to perform the rest of the operations. Limiting the region
of interest will reduce both the total processing time required as well as
limit the interfere of clutter in the image.

Once the limits of the imaged bounding surface is obtained, the magni-
tude and angle of the gradient is computed for all points inside the limits,
but not on the silhouette of the helicopter fuselage. A Hough transform 8"
is then computed to detect the lines delineating the rotor blades. In com-
puting the Hough transform only pixels inside the bounding region and not
inside the contour of the helicopter fuselage (which is readily available) are
plotted in Hough space. This is to reduce the inference of linear features in-
terior to and delineating the fuselage contour. The lines detected in Hough
space are then followed inside the limits of the bounding region of interest
to detect the tips of the rotor blades. The distance from the rotor center
of rotation to the detected ;otor tips provide the measurements necessary
for the final determination of the rotor orientation. If two rotor blade tip

locations can be measured, and given the rotor center of revolution, and the
scaled length of a rotor blade, the imaged two-dimensional elliptical path
of the blade tips can be defined. Given, this information the tilt of the
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circular disk defining the rotor blade orientation relative to the helicopter
fuselage can be determined. The two blade measurements required from
the same image can be either the tips of two different blades or the leading
and trailing edge of a single blade during the field integration time.

7 Coordinate Transformations

In the following sections the transforms are developed that are necessary to
obtain the aircraft orientation (Euler angles) given the observer platform
and ca-era orientation. This discussion begins with the development of
the basic transformation matrices, then develops the form of the matrix for
an arbitrary observer platform orientation. The basic theory of geometric
transformation matrices is taken from Paul J141 . The treatment for a fixed
earth centered observer was taken from Brown [1!. This is then extended to
the more general condition of an arbitrary (but known) observer orientation
as outlined by Gonzalez and Wintz [1.

7.1 Translation Transformation Matrices

Using homogenous coordinates, the translation of a vector, object, or coor-
dinate frame can be performed using matrix multiplication. The translation
to the location described by the vector w = ai + bj + ck, is the displace-
ment a, b. c along the x, y, and z axis, respectively. Multiplication by the
following matrix performs this translation:

1 0 0 a
0 1 0 b

Trans((a,bc)) T, 0 0 1(5)

000 1

7.2 Rotation Transformation Matrices

Rotations of a point, object, or coordinate frame around a coordinate axis
can also be performed by multiplying the homogenous coordinates by a
matrix. The rotation transformation matrices can be defined for rotation
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about the x, y, and z-axis. A rotation through a positive angle has the
convention that the pouiit is rotated counter-clockwise when observed from:,

the point of view of an obs(rver looking along the axis of rotation toward.
the origin. The rotation matrices for rotations about the x, y, and z axes

are shown below:

1 0 0 0

0 cosO -sinO 0
T(xO)= 0 sinO CosO 0

0 0 0 1

cosO 0 sin 0
0 1 0 0

ROT(y, 0) -sin0 0 cos0 0 ()

0 0 0 1

cosO -sin0 0 0

OT(zO)~ sin 0 cos 0 0 0
0 0 1 0

0 00 1

A sequence of rotations can be performed by simply mu!tiplying the
appropriate matrices together. However, the order in when the matrices
are multiplied depends on on whether the rotation is performed relative to
the base coordinate reference or the transformed coordinatcs. A rotation
about the x-axis followed by a rotation about the y-axi> vhere this lat-
ter rotation is about the reference coordinates is described by the matrix
product ROT(yj, y0)ROT(z,O,). If however, the rotation is about the x-

axis followed by a rotation about (the now rotated) body y-axis the matrix
product is ROT(x.O)ROT(v,O0). The first case describes the operations

performed in generating the rotated shape libraries for in the image pro-
cessing frame of reference. The later describes the convention for the Euler

angle rotations of an airbourne platform about its body axe,.

7.3 Reference Frames

The world coordinate system defined for aircraft orientation is as shown

in Figure 27. The positive x-axis points north, the positive N-axis points
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east, and the positive z-axis points down into the plane of the flat earth.
The body axes for the aircraft are embedded in the aircraft such that the
origin of the body axes corresponds to the aircraft center of gravity. The
orientation of the aircraft body axes are defined as shown in Figure 28.
The positive x-axis points out the front of the aircraft nose, the positive
y-axis point out to starboard, and the positive z-axis points down through
bottom of the aircraft.

The aircraft is in reference orientation when the body axes and the world
coordinate axes are parallel. This corresponds to the aircraft in level flight
proceeding north.

The coordinate frame for the image processing has been defined differ-
ently. The earth centered coordinate axis for the image processing is shown
in Figure 29. In this case the positive z-axis points north, the positive x-
axis points to the west, and the positive y-axis points out perpendicular to
the flat earth.

The body centered coordinates for the image processing are as shown in
Figure 30. In this case, the positive z-axis points out the nose, the positive
x-axis points to port, and the positive y-axis points out the top of the
aircraft.

When the aircraft is in level flight, proceeding north, the earth centered
coordinate axes and the body centered coordinate axes are parallel.

In order to describe points, objects, and coordinate frames in the world
coordinate system, it will be necessary to transform the image processing
ceordlinates. A rotation of the world coordinates by - about the x-axis2
followed by a rotation about the original z-axis by ' will transform the

2
world coordinate system into the image processing coordinates. This trans-
formation can be described by the matrix TE where

0 0 1 0
-zr r, 1 0 0 0

TE = ROT(z, -)ROT(x,- -1 0 0 0
2 2 0 -1 0 0(9

0 0 0 1

tPre.multiplving a point, object, or coordinate frame by the matrix TE trans-

forms the image processing coordinates to the world coordinates.
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7.4 Imaging Transformations

Assuming that the camera is centered at the origin of the world coordinate

reference system and that the body axes are parallel. The library of views

of the aircraft are formed by rotating the object points about the x, y, and

z image processing coordinate axes. Let T,, T ,. and T, be the rotation

transformations about the x, y, and z axes, respectively. That is T,
ROT(xO,), = OT(y,0,). and T, = ROT(z,-Oz). The rotation about

the z axis is -0., since the shape matching algorithm measures the rotation

from the library reference to the unknown for the z axis rotation.

The 4 x P array of the P homogeneous object coordinates, 0. is trans-
formed as foliows:

Ol = T2TST.O (10)

The object coordinates in the image processing reference frame can be

transformed to the world coordinates by multiplying by TE,

0 = ToOl

TO = TETTT,. (11)

Finally. the object coordinates are projected on to the image focal plane.

Th final orientation of the object reference frame is described in the trans-
formation matrix by the elements of the matrix. The composite of all the
object transformations can be described by a single matrix havir.g the form

L, M, Nl, a

T> L Y b (12)L, A , N, c
0 0 0 1

where (L,, Ll,. L,) is the transformed unit vector for the object reference

x-axis. Similarly, (l,, Al, l) and (N7,, N, N,) are the transformed y and
z axes, respectively. The triplet (a, b. c) is the translation vector. The con-

struction of an homo-geneous transformation matrix for object coordinate

frame orientation and position is depicted in Figure 31.

The shape matching algorithn. provides an estimate of the orientation of

the aircraft having undergone the object rotat ion transformations. The an-

gles 07. 0., and 0, can then be used to determine the aircraft body centered

orientation (i.e. the Euler angle-)
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Figure 31: Construction of a homogeneous transformation
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7.5 Euler Angles

The orientation of an aircraft in the world coordinate system is described
by its Euler angles. The Euler angles are the rotations of the aircraft about

its body axes. The sequence of operations used to describe the orientation

is first to rotate about the z-axis through the yaw angle, t-,. Then the

aircraft is rotated about its transformed body y-axis through the pitch

angle, 0. Finally, the aircraft is rotated about its transformed body x-

axis through the roll angle, 0. Since these rotations are performed on
the transformed coordinates, the composite rotation transformation is the

matrix T T, T6TO where T, = ROT(z,.),T 6 = ROT(y,O), and Tp =
ROT (x, ).

The aircraft being tracked by the image processing system has first been
rotated through some unknown Euler angles and then the body centered
axes are translated to the position Wt. Therefore, the tracked object points
relative to the world coordinate system, Ow, are transformed to

0 w = TWz',T6 ,T",Ow. (13)

The Euler angles for the tracked aircraft can be determined by equat-

ing the elements of the orientation sub-matrix for the transformation on

the tracked object, Tw,T, ,T6, T., and the orientation sub-matrix for the ob-
served transformation, TETT T. This assumes the camera is at the origin

of the world reference system with it coordinate axes parallel with the world

coordinate axes.

7.6 Observer Coordinate Transformations

In most real circumstances the camera is not located at the world coordi-

nate system origin. Neither is the camera coordinate axes and the world

coordinate axes paraliel. The camera is positioned onboard another air-

bourne platform. As this platform moves the camera orientation changes.

It is therefore necessary to compensate for the fact the the camera is not

in the reference position.
First, the operations performed to place the camera in its actual position

and orientation will be discussed. Then the transformations necessary to
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compensate for this change observed orientation of the tracked object will
be presented.

The imaging system is mounted on a gimbal assembly at some position
on the outside of the aircraft. Let G = (g,,g,,gz) represent the vector
displacement of the gimbal assembly pivot point from the aircraft center of

gravity. Let the displacement of the imaging foca! plane center from the
gimbal pivot point be described by the vector f = (f,, f,, f,). This trans-
lation transformation can each be performed using the following matrices:

1 0 0 g"

TG= 0 1 0 9Vg14
0o 1 o 2  (14)
0 0 1 g'

000 1

and
[1 0 0 1

Tf= 0 1 0 fy (15)
0 0 1 f,

0 0 0 1

The gimbal assembly allows the camera to be panned in azimuth. This

corresponds to a rotation about the z-axis through an angle 0,. The camera
can be rotated in elevation corresponding to a rotation of angle 0 ,1 about
the y-axis. Let T60.. and To., represent the rotation transformations for the

rotation of the camera in azimuth and elevation, respectively.

The aircraft platform on which the camera is mounted under goes rota-
tion of its body axes as described by the Euler angle transformation ma-

trices T,,T6,Tc. Lastly, the position of the platform relative to the world
coordinate system is described as a translation transformation Tw,.

The camera coordinate frame therefore undergoes the following trans-

formation:

where

T,= TV TT, TG T6,,T6. Tr.

The transformations on the camera coordinate frame does not move any
of the points in the world coordinate system including the points of the

object being tracked.
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The discussion for determing the tracked object Euler angles from the
observed rotation angles was based on the assumption that the camera was
positioned at the origin of the world coordinate system with the axes paral-
le] with the world coordinate axes. The camera can be placed in standard
position by performing the inverse transformation on the tracked object
coordinate frame. Therefore, the traced object transformation matrix is

Tt = Tc- IT,,t T ',tTot Tot,. (17)

To determine the Euler angles given the observed imaging system ro-
tation angles, the camera elevation and azimuth angles, the observation
aircraft platform position & orientation, and the displacements to the gim-
bal pivot point & gimbal pivot to image plane. it is necessary to equate
the elements of the orientation sub-matrix, T, and that of the observed
orientation sub-matrix, To.

T-ITWt TV,T6tTP, = TL TT, T.

or
;,,T6,rT, = T,1 TTE T, Ty. (i)

The elements of the orientation sub-matrix of the left-hand side of the
above equation are given in Appendix A. The expressions were computed
using the symbolic mathematics processing program REDUCE

Letting Tt represent the matrix on the right-hand side of the equation,
we can now solve for the tracked objects Euler anglis.

So, we have

TVT 6,T', = T

or
= TJ1 Tf. (19)

Performing the matrix multiplications, we then have

cos C sin O sin Or cos or sin Or
0 cos t -sin,

- sin Or cos 0, sin Ct cos O cos O j

L, cc, s -- Lv sin i Af, cost, l- A6 s nt N2 cos - N s:n 1 0
L&cos ,- L sinctt M. cos t.os 4- N. sin ,j (20)
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Now, equate corresponding elements in the two matrices. First, we have

Ly cos <' + L, sin l t 0.

So,

tan = L ,

Therefore, we have two possible solutions for 5t

,1,2,i]' = atan2(-T:L,,±L,). (21)

where v' and tQ differ by r. Having,

sin0, =-L, and cos0,= L. cos 't- Lsin,'i

gives

atan2(-L (Lcost -L. sin (22)

Lastly,

sin t -Ncost- I, sin O and cost= AD.

Therefore,

ot = atan2(zN, cos '4' T N. sin 4, ±-- cos' '2 ± MAf sin i.2) (23)

Since O and Ot are dependant upon tt,, choose ,,, Ot and <5t such that
7 t : 7r

-<7r<t<7r and and -1 < t < r.
2- 2 -

When the aircraft is in vertical dive or climb, then L, = L, = 0 and psit
is undefined. In this case, i t = 0 by convention.

8 Conclusions

In this study" the results are presented for the comparing the use of two
global shape recognition algorithms applied to the problem of helicopter
tYpe classification and orientation determination. Under the conditions of
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varying library density and simulated imaging noise, it is shown that the
Fourier descriptor method is superior in performance measured as classifi-
cation accuracy and mean (or median) angle error.

In addition, a scheme is proposed describing outlining the library, seg-
mentation, and processes for *he determination of rotor tip path. The rela-
tive orientation of the blade path disk can be determined from the elliptical
shape of the projected rotor tip path.

Finally, the transformations for computing the tracked object Euler (ori-

entation) angles are derived.
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APPENDIX A

Raw Data for Classificatiori and Orientation Accuracy



The following pages contain the raw. data for the experiments determiningT,(
the cla-ilfjation and orientation accuracy for the helicopter fuselages. The
jnfornijat'ot Is organized into three groups results: those for the Fourier
de-,criptors, the Walsh points, and Fourier descriptors using multiple nor-
NIiatlions. Then for each group, the results are tabulated under the
Val;'~on i tle library densitv and the "unknown" image sign al-to-nois

The libraries are numbered 1, 2, and 3, correspond in g to the Bell Mfodel
207 U111-1. -McDonnell Dou-glas 50OOMD, and Sikorsky 'UIICQA Black HIrl.
resPect iveiv.
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APPENDIX B

Object Orientation Matrix
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Belo\w are the expressions for the elements of the object orientation matrix
as computed using the REDUCE 7 program. The orientation matrix is
tfhe upper 3x3 submatrix of the matrix formed by the transformation

T",tT,,,. TW iTJ6 TG TeT& Tf TE T-Ty T,

Thle correspondence between the parameters of the above transformation
and the svymbols used in the listing are shown below:

0- thetax
61 thetay
02 = thetaz

=j ps ;,c

0 = thetac
= phic

0,1 thetacI
0, z = thetaaiz

Lx. cos(phic)*cos(psic)*cos(thetaaz)*sin(thetac)*ain(tbetael)*

oin(thetay) + cos(phic)*coB(psic)*coB(thetael)*cos(taetay)

*sin(tbetac)*sin(thetaz) + cos(phic)*cos(paic)*cos(thetay,)

*Cos (thetaz) *sin (thetaaz) *sin (thetac) *sin (thetael) - cos(

Phic) *coos(thetaaz) *cos (thetay) *coos(tbetaz) *sin (peic) + cos

(phic) *sin (psic) *sin (thetaaz) *sin (thetay) - cos(psic)*cos(

thetaaz) cos (tbetac) *coo(thetael) *sin (thetay) - cos(Paic)*

ca(thetaaz).cos(thetay)*cos(thetaz)tsin(phic)*Bin(thetlac)

- cos (psic) *cos Cthetac) *coa (thetael) *cos Cthetay) *coa C

thetaz)*Bin(thetaaz) + coe(psic)*cos(thethc)scos~thetay) *

sira(thetaeI).uin(thetaz) + cos(psic) *sin(phic).sin~thetaaz
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)*sin(tbetac)*Bin(thetay) - cos(thetaaz)*oin(phic)*sin(

psic)*s4in~thetael)*sin(thetay) -coo~thetael)*cos(thetay)*

sin(phic) *sin (psic) *sin (thetaz) -cos~thetay)*coo~thetaz)*

sin (phic) *sin Cpsic) *sin(thetaaz) *sin(thetael)

Mx = -cos~phic)*cos(psic)*cou(thetaaz)*cos~thetay)*ein(thetac

)*sin~thetael)*sin(thetax) - cos(phic)*cos(psic)*cos(

thetael) *cooa(thetax) *coo.Cthetaz) *sin (thetac) + coo(phic)*

corn(psic) *cou Cthetael) esin(thetac) *uin(thetax) sain(thetay)

*sin~thetaz) + cos(phic)*cos(psic)*cos~thetax)*uin~thetaaz

) *sin (thetac) *sin (thetael) *uin (thetaz) + coo~phic)i*cos(

psic)*cos(thetaz)*sin(thetaaz)*ain(thetac)*sin(thetael)*

uin(thetax)*sin(thetay) - coo(phic)*con(thetaaz)*cosC

thetax)*sin~paic)*uim(thetaz) - coo(phic)*coo~thetaaz)*coo

Cthetaz) *uin (poic) *sin (thetax) *sin (thetay) - coo(phic)*cos

(thetay)*sin (paic) *sin (thetaaz) *sin (thetax) + coo(psic)*

coa(thetaaz)*cou~thetac) *coa(thetael)*coa(thetay).sin(

thetax) - cos(psic)rnco.(thetaaz)*coa~thetax)*sin(pbic)*sin

(thetac)*oin(thetaz) - corn(psic)*coa(thetaaz)*cos~thetaz)*

sin (Phic) *sin (thetac) *sin (thetax) *sin (thetay) - coo(peic)*

coa(thetac)*cos~thetael)*cos(thetax)*ain(thetaaz)*ain(

thetaz) - cos(psic)*coa(thetac)*cos(thetael)*cos(thetaz)*

uin (thetaaz) *sin (thetax) *sin (thetay) - coo(poic) *cosC
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thetac) *cos (thetax) *Cos (thetaz) *sin (thetael) t cos(psic)*

cos(thetac)sin(thetael)*sin(thetax)*sin(thetay)*sin(

thetaz) - cos(psic)*cos(thetay)*sin(phiv)*sin(thetaaz)*sin

(thetac)*sin(tbetax) * cos(thetaaz)*cos(thetay)*sin(phic)*

siri(psic) *sin (thetael) *sin (thetax) + cos (thetael) *coB\

tbetax) *cos (thetaz) *sin (phic) *sin (psi c) - cos(thetael)*sin

(phic) *sin (psic) *sin (tbetay.) *sin (tbetay) *sin (thetaz) - cos

Cthetax)*sin(phic)*sin(psic).sin(thetaaz)*sin(thetael)*sin

Cthetaz) - cos(thetaz)*sin(phic)*sin(psac)*sin(thetaaz)*

sin(thetael) ssin~thetax) ssin~theta.)

Nx = -COB(phic)*cos(psic)*ccs(thetaaz)*,cos~thetax)*cos(thetay

) *sin(thetac) *sin(thetael) + coo (phic) scos (psic) scos(

thetael)scos(tbetax)*sin(thetac)*sin~thetay)*sin(thetaz)

+ coo (phic) 5 c03(psic) scos (thetael) 5cos (thetaz)*sa.r ,thetac

)*sin(thetax) + co-(phic)*c.os(psic)*cos(thetax)*cos(thetaz

) *sin (thetaaz)*sin (thetac) *sin (thetael) *Bin (thetay) - cos(

phic) tcos (psic)*sm (thetaaz) *sin (thetac) ssin (thetael) *sir (

tbetax)*ain~thetaz) - coa(phic)*cos(thetaaz)*coB(thetax)*

cos(thetaz) ssin(psic)ssin(thetay') + cos(phic)*cos (thetaaz)

*sin (Fsic) *sin (thetax)sin (thetaz) - cos(phic)*cos(thetax)

*Cos (thetay)* sin (psiC) *sin (thetaaz) + cos(psic)scos(

thetaaz)*cos(thetac)*cos(thetael)*cos(thetax)*cos(thetay)
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-cos(psic)*cos thetaaz)*cos(thetay)*coB(thetaz)*sin(phic

)*sin~thetac)*sin(thetay) + cos~psic)*cos~thetaaz)*sin(

phic) *sin (thetac) *sin (thetax) *sin (thetaz) - coo(psic)*cos(

thetac)*cos~thetael)*cos(thetax)*cos(thetaz)*sin~thetaaz)*

oin(thetay) + coa~psic)*cos(thetac)*coa(thetael) *sin(

thetaaz) *sin (thetax) *sin (thetaz) + cos(psic)'*cos(thetac)-

coo (thetax) *sin (thetael) *sin (thetay) *sin (thetaz) + coB(

paic)'cos(thetiac)*cos(thet'az)sain(thetael)*sin(thetax) -

cos (psic) *cos (thetax) 'cos(thetay) *sin(phic) *ein(thetaaz)*

sin(thetac) + cos(thetaaz)*coe(thetax)*cos(thetay)sn(

phic)*sin(paic)*sin(thetael) - cos(thetael)*cos(thetax)*

sin (pic) *sin (poic) *sin (thetay)sin (thetaz) -coo(tbetael)

*cooa(thetax) *sin (phic)*sijn(poic)*sijn(thetax) -coo(thetax)

*cos(thetaz)asin(phic)*sin(psic)*uan(thetaaz)Bsin(thetael)

*s,-n(tbetay) + sin(phic)*sain(psic) *Bin(thetaaz)*sin(

thetac ) sain(thetax) *,in(thetaz)

Lv - coa~phic)*cos(psic)*cos(thetaaz)scos(thetay)*caa(thetaz

+ cooe(phi c) *cos(paic) *sin (thetaaz)sin (thetay) -cos(

ph ic)*cos(thetaaz).ain(psic).sin(thetac)*sin(thetae1)*sin(

thetay) - cos(phic)*coa(thetael)*cos(thetay)*sin(psic)*bin

(thetac)*sin(thetaz) - cos(pbic)*cos(thetay)*cos(thetaz)-

sin (psic) *sin (thetanz) *sin (thetac) *sin (tbetae1) cos(poic
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)*cos (thetaaz) *sin (phic) *sin (thetael) -sin (tbetay) - cos(

psic) *cos (thetael) *cos (thetay) *sin(pbic) *in (thetaz) - cos

(psic)*coa(thetay)*cos(thetaz~ssin(phic)*sin(thetaaz)*sin(

thetael) + cos(thetiaz, scoa(thetac)*coa(thetael)*sin(psic)

*Bin(thetay) + cos(thetaaz)*cos(thetay)*cos(tbetaz)*sin(

phic) *sin (psic) *air- (thetac) + cos(thetac)-cos(tbetae')*cos

(thetay) *coos(thetaz) *sin (poic) *sin (thetaaz) - coo(tkietac)*

coo (thetav) -sin (poc) *sin (thetael) *sin (thetaz) - min(phic)

*s;.n(psic)*sin(tbetaaz)*sin(thetac)*sin(thetay-)

-cos(phic)*cos(psic)*cos(thetaaz)-cos(thetax)-aar(thetaz

)-coB(phic)*coa(psic)*coB(tbetaaz)*cos(thetlaz)*sir(

thetlax)*sin(thetay) - cos(phic)*cos(psic)-cos(thetav,-)*s n

tbetaaz)Asin(thetax) + cos~phic)*cos(tbetaaz)*cos(thetav>*

sin (Psic)*sin (tbetac) *sin (thetael) *sin (thetay.) +coB(phic)

*cOB(thetael)*cos(thetax)*co8\'thetaz)*8in(pB c)*sin(thetac

) - coe(phic)*cos(tbetael)*sin(psic)*Bin(thetac)*sin(

thetax) *sin (thetay)-sin (thetaz) - cos(phic)*ccs(tbetax)*

Bin(psic)*81in(thetaaz)*sin(thetac)*Bin(thetael)*sin(thectaz

) - ccs(ph~c)*cos(thetaz)*sin(ps4ic)aio n'thetaaz) *siL(

the tac ) *sin (thetae ) *sin (thetay) * sir (theta;) +cos(psic)*

cos (thet aaz) cos (tbetay) *an (phic)*sin (thetael) sin (thetax

+ cos(psic)*cos(thetlael)*cos(thetax)*cos(thetaz)Bifl.(



phic) - coB(psic)*cos(thetael)*sin(phic)*sin(thetax)*sinC

thetay)*sin(thetaz) - cou(poic)*cos(thetax)*sin(phic)*oin(

thetaaz) *sin (thetael) *sin (thetaz) - co9(paic)*cos(thetaz)*

sin(phic) *sin(tbetaaz)*sin(thetael)*sin(thetax)*sin~thetay.

)-COB (thetaaz) *COs(thetac) 'corn(tbetael) 'corn(thetay) 'sin(

pac) 'sin(tbetax) + COB Cthetaaz) 'cosn(thetax) 'si.n(phic) 'sin

(pa- ic) * -in (thetac) *sin (thetaz) + cos(thetaaz)'*cos(thetaz)*

sin(phic)*sin(paic)'ainfkthetac)'ain~thetax)*.in~thetay) +

cog (thetac) 'corn thetael) 'corn(thetax) 'sin (puic) 'uin~thetaaz

)'sin(thetaz) + cos(thetac)'cos(thetael)*cos(thetaz)*sinC

poic) *sin (tbetaaz) *sin (thetax) *sin(thetay) + cos~thetac)'

coB (tbetax)*cos(thetaz)'ain(psic)*uin(thetael) - cos(

thetac)*sin(psic)*sin~thetael)*uin~thetax)*uin(thetay)*sin

(thetaz) + coB(thetay)'sin(pic)*sin(psic)*sin(thetaaz)'

eiri(tbetac) 'sin (thetax)

::y - cos(phic)'cou(psic)*cos(thetarnz)*cos(thetax)*cos(thetaz

)'sin(thetay) + cos(phic)*coa(psic)*co.Cthetaaz)'sin(

thetax)'uin(thetaz) - coa(plic)*cos(psi-c)*cos(thetax)'cos(

thetav)'ain(thetaaz) + cos~pbac)'cos(thetaaz)'cos(tetax.)'

cos (tbetay) *sin (paic)'*sin (tbetac)'*sin (thetael) cos(phic)

*COs3(tbetael)*cos(thetax)'sin(psic)*sin~thetac)'sin~thetay

)'ein(thetaz) - cos(phic)*cos(thetael)'cos~tbetaz)'uinC
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paic) *sin (thetac) *sin(thetax) - coB(phic)*cos(thetax)*cosC

thetaz)*sin(psic)*sin(thetaaz)sin~thetac)*sin(thetael)*

sin~thetay) + cos(phic)*sin~psic)*sin(tbetaaz)*sin(thetac)

*sin (thetael) *sin (thetax) *sin (thetaz) + coa(psic) tcoa C

thetaaz) *cos (thetax) *cos (thetay) .Bifl(phic) *Bjfl(thetael) -

cos(psi.c)scos(thetae1>*cos(thetax.)-sin(ph'-c)sin(thetay)*

sin(thetaz) - cos(psi.c)*cos'kthetael)*cos(thetaz) *sin(phic)

*sin(thetax) -coe(psic)*cos(thetax)*cos(thetaz)*sin(phic)

*sin (thetaaz) *sim(thetael) *Bin(thetay) +~ coB(psic)*siJn(

phic) *si (tbetaaz) *sinl(thetael)*sin(thetax) *Bin(thet.az) -

cos(thetaaz)*cos(thetac)*cos(thetael)*cos(thetax)*cos(

thetay),siz(psic) + cos(thetaaz)*cos(thetax)*cos(thetaz)*

sin (phic) *asr(psic) *sin (tbetac) *sin (thetay) - cos(thetaaz)

*sin(phic)*sin(psic)*sin(thetac)*sin(thetax)*sin(thetaz)

-4 cos(thetac)*cos(thetael) sCOB(thetax)*coB(thetaz) *ain(

psic) *sin (thetaaz) *sin (thetay) - cos (thetac) *coe (thetael)*

sin (peic) *sin (thetaaz) *uin (thetax) *sin (thetaz) - cos(

thetac)ecos(thetax)*ain(pic)*sin(thetae)sia~thetay)*i

(thetaz) - cos(thetac)*cos(thetaz)*uin(psic)*sin(thetael)*

sin(thetax) + cos(thetax)*coa(thetay)*sin(phic)*oin(psic)*

sin(thetaaz),ein(thetac)
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Lz = cos(phic)*cos(thetaaz)*cos~thetac)*sin(thetael)*sin~thetay

)+ cos(phic)*cos~thetac)*cos(thetael)*cos(thetay)*uinC

thetaz) + cos(phic)*cos(thetac)*cos(thetay)i*cos(thetaz)*

sin~thetaaz)*sin(thetael) - cos~thetaaz)*cos(thetac)*cos(

thetay)*cos~thetaz)*siin(phic) + cos(thetaaz) *coos(thetael)*

in(thetac)*sin(thetay) 
+ cos(thetac)*sin(phic)*sin(

thetaaz)*sin~thetay) + cos(thetael)*cos~thetay)'*cos(thetaz

)*sin(thetaaz)*sin~thetac) - cos(theta )*sin~thetac)*sin(

thetael) *sin(thetaz)

Mz = - COB (phic) *cos (thetaaz) *coa (thetac) 'cos (thetay) *sinC

thetaei)ssin~thetax) - cos(phic) *cos(thetac)*coa(thetael)*

cos(thetax)*cos(tbetaz) + coo(phic)*cos(thetac)*cos(

thetael) *sin (thetax) *sin (thetay) *sin (thetaz) + cos(phic)*

coa (thetac) *coa Cthetax) *ain(thetaaz) *sin~thetael) *ain(

thetaz) + coa(phic)*cos(thetac)*:os(tbetaz)*gin~thetaaz)*

sin (thetael) *sin (thetax) *sin (thetay) - cos(the-aaz)*cos(

thetac) tcos (thetax) *sin (Phic) *sin (thetaz) - coa(thetaaz)*

corn(thetac) scorn thetaz) asin~phic) *sin~tbetax) aain~thetay)

- coi~thetaaz)*cog(thetael)*corn~thetay)*sin(tbetac)*sin(

thetax) - cos(thetac)*coa~thetay)asin(phic)euan(thetaaz)-

rin(thetax) + corn(tbetael)*cos(thetax)arnin(thetaaz)sin(

thetac)ornin(tbetaz) + cos~thetael)*corn(thetaz).rnin(thetaaz
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)-sin (tbetac) *sin (thetax) *sin (thetay) + cos(thetax)*cos(

thetaz)*sin(thetac) *Bin(thetael) - sin (tbetac) *sin (thetael

)*sajn(thetax) ssin(thetay) *sif(thetaz)

Nz = -cos(phic)*cos(tbetaaz)*cos(thetac)-cos(thetax)*cos(

thetay)ssin(thetael) + cos(phic)*cos(thetac)*cos(tbetael)*

cos (thetax) *sin (thetay) *sin (thetaz) + cos(phic)*cos(thetac

) *cos (thetael) *cos (thetaz) *sin (thtax) + coa(phic)*cos(

thetac)*cos(thetax)*cos(thetaz)*sin(thetaaz)*sir,(thetael).

sin(thetay) - L-os(phic)*cos~thetac)*sin(thetaaz)*sinC

thetael) *air,(thetax) *sin (thetaz) - cos(thetaaz)*cos(thetac

) *cos (thetax) *cos (tbetaz) *sin (phi4c) *sin (thetay) + coBsC

thetaaz) *cos (thetac) gain Cphic) *ain(thetax) 'Bin(tbetaz) -

cos (thetaaz) *COB(thetael) *coB(thetax) *cos (theta,) *Bin C

thetac) - cos(thetac)*cos(thetax)*cos(thetay,)*sin(ph4 c)*

sin(thetaaz) + cos(thetael)*cos(thetax)*coB(tbetaz)*sin(

thetaaz) *sin (thetac) *sin (thetay) - coo(thetael)*sin(

thetaaz) *sin (thetac) *in (thetax) *sin (thetaz) - coo~thetax)

* sin(tbetac) *sin (thetael) *sin (thetay) -sin(thetaz) - cos(

thetaz)-sir(thetac)*sin(thetael)*sin(thetax)
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